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# Introduction and problem description

In the paper "Iterated Local Search with Random Restarts for the Mentorship and Teamwork Problem (Google Hash Code 2022)," the authors focus on a specific problem proposed in the Google Hash Code 2022 competition. The Mentorship and Teamwork Problem (MTP) involves creating optimal teams and assigning mentors, considering various constraints and objectives to maximize the overall performance and satisfaction of participants.This variant of MTP consists of assigning team members and mentors to form teams, while respecting hard constraints, such as the maximum and minimum team size and matching the skill sets of team members with the mentor's expertise. Furthermore, soft constraints, such as minimizing the skill gap within a team and promoting diversity, need to be considered to enhance the overall team performance.To tackle this challenging combinatorial optimization problem, the authors propose an Iterated Local Search (ILS) algorithm with random restarts. The algorithm starts with an initial team formation and iteratively refines the solution by exploring the search space, aiming to optimize the given objective function. The ILS algorithm incorporates perturbations and acceptance criteria to escape local optima and enhance search performance.The random restarts are introduced to further improve the algorithm's exploration capabilities. When a certain stopping criterion is met, the algorithm restarts from a new randomly generated solution. This helps the algorithm to explore different regions of the search space and avoid getting trapped in suboptimal solutions.For the sake of brevity, the full problem description and experimental results are not reported here; instead, we refer to the original paper for a detailed discussion on the proposed approach and its performance on the Mentorship and Teamwork Problem.

# Solution method

Following the spirit of the work by Bellio et al. [2] for the uncapacitated ETT, we developed a multi-neighbourhood Simulated Annealing (SA) algorithm. The choice for SA is motivated by the fact that SA has already proven to be very e ective for this [1, 9] and a number of other timetabling problems (see, e.g., [3, 6]). Our search space is composed by an array of pairs that assigns to each exam a period and a room, and also includes solutions that may violate hard

Table 1. Considered neighbourhoods

Move(e,p,r) Move exam e to period p and room r.

Swap(e1,e2) Swap the period and room assigned to exams e1 and

e2.

Kick(e1,e2,p,r) Move exam e1 to the period and room assigned to e2.

Move exam e2 to period p and room r.

constraints such as con icts or room capacities. These violations are included in the cost function, along with the soft constraints, but with a suitably larger weight.

The portfolio of neighbourhoods that we already implemented is given in Table 1. These neighbourhoods were originally proposed for the uncapacitated version to the ITC-2007 problem by Bellio et al. [2], and were adapted to deal with the assignment of rooms which is not considered in the uncapacitated prob- lem.

# Preliminary experimental results

Preliminary results can be found in Table 2, which compares the best found solutions over 30 runs with some of the best results found by algorithms pre- viously published in the literature. Runtimes are set approximately according to ITC-2007 speci cations. Although the development and the experimentation with our algorithm is still ongoing, at present we reach results quite comparable with the state-of-the-art approaches albeit still inferior to the best known. Final results will be discussed at the conference.

Table 2. Preliminary results. Best available solutions are from https://opthub.uniud.it

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| No. | Best available | [4] | [5] | [8] | [1] | Us |
| 1 | 3488 | 3691 | 3787 | 4128 | 3752 | 3579 |
| 2 | 380 | 385 | 402 | 380 | 385 | 385 |
| 3 | 7041 | 7359 | 7378 | 7769 | 8175 | 7975 |
| 4 | 11806 | 11329 | 13278 | 13103 | 13681 | 14106 |
| 5 | 2327 | 2482 | 2491 | 2513 | 2544 | 2539 |
| 6 | 25145 | 25265 | 25461 | 25330 | 25560 | 25265 |
| 7 | 3424 | 3608 | 3589 | 3537 | 3522 | 3513 |
| 8 | 7356 | 6818 | 6701 | 7087 | 7505 | 7405 |
| 9 | 904 | 902 | 997 | 913 | 941 | 935 |
| 10 | 12878 | 12900 | 13013 | 13053 | 13582 | 13288 |
| 11 | 22465 | 22875 | 22959 | 24369 | 26114 | 24921 |
| 12 | 5095 | 5107 | 5234 | 5095 | 5153 | 5423 |

# Future work

The present work is an initial step toward a more comprehensive nal goal. First of all, we will develop other, more elaborate, neighbourhood relations, speci cally designed for this problem. Secondly, we plan to investigate SA variants (see [7]) , alternative metaheuristics, and hybrid techniques. Finally, we aim at performing an instance space analysis and a corresponding algorithm selection procedure for this problem.

Regarding the rst point, we are currently developing a Kempe chain neigh- bourhood, such that possible con icts generated by a movement are repaired. In detail, in order to repair any new con ict introduced by moving exam e to period p and room r, the move KempeChain(e,p,r), reassigns all exams in p in con ict with e to the period originally assigned to e and to the cheapest room (greedily determined), and so on until there are no newly introduced con icts (see also [2]).
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